
Abstract. The reduction of ketones by borane (BH3)
using the Corey, Bakshi and Shibata (CBS) catalyst is an
important tool in asymmetric synthesis. In a theoretical
study of the reduction of acetophenone, substantial
differences emerged depending on the method and basis
set adopted. Therefore, in this work, the weak interac-
tion responsible for the formation of the acetophenone-
CBS complex was studied for model systems, with the
aim to find the best compromise between the quality of
the interaction description achieved and computational
costs. The main model chosen for the study contained
the most important elements of the acetophenone-CBS-
BH3 complexes: the 1,3,2-oxazaborolidine ring, with
molecules of BH3 and acetone (the smallest possible
ketone) coordinated to it. The effect of basis set and
method on the description of the ketone-oxazaboroli-
dine interaction along the BÆÆÆO approach path was
investigated via several methods (HF, DFT-B3LYP,
MP2) and basis sets (3–21G, 6–31G, 6–31G*, 6–31G**,
6–31+G**), taking into account basis set superposition
errors, which can be significant even in the case of
interactions involving two relatively large systems. Due
to the remarkable structural changes occurring in the
process, the effects of geometry deformation were also
considered. The complexation of acetone is largely due
to the electrostatic interaction between a Lewis acid/base
couple: the endocyclic boron and the carbonyl oxygen
respectively. The electron density drawn away from the
C=O double bond makes the carbon atom more sus-
ceptible to hydride transfer, while the presence of the
ring keeps the system rigid. The MP2 results turn out to
be the closest to the QCISD(T) results from QCISD(T)/
6–31G*//HF/6–31G* calculations. In order to improve
the analysis of the nature of the interactions taking
place in the complex, several dimers, smaller than the

aforementioned model, were also considered. The
solvent (tetrahydrofuran) effect on the adduct stability
as well as on the association energy in the polarizable
continuum model framework was taken into account
at the 6–31G* level.
Electronic Supplementary Material Supplementary
material for Tables S1–S6 is available in the online
version of this article at http://dx.doi.org/10.1007/
s00214-003-0538-z
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Introduction

There is a well-recognized need to obtain stereochemi-
cally pure (enantiopure) optically active compounds for
a variety of uses. For instance, when using a drug as a
racemic mixture, even in the most favorable case 50% of
it contains active molecules and 50% useless impurities.
In the worst case, the ‘‘impurity’’ may be recognized by
other receptors and cause serious, even dramatic, nega-
tive effects. To prevent these kinds of problems, pow-
erful synthetic strategies are being developed, coupled
with theoretical studies aimed at improving the stere-
oselectivity [1, 2]. Among the chiral groups, chiral sec-
ondary alcohols are particularly important, because of
their occurrence in natural compounds, and because
they can easily be transformed into other functionalities
with total control of configuration. The catalytic reac-
tions (oxidations or reductions) leading to stereodefinite
chiral secondary alcohols earned Sharpless, Noyori and
Knowles the Nobel Prize for Chemistry in 2001.

The stereoselective reduction of carbonyl compounds
can be performed with boron hydrides, in the presence of
chiral catalysts. The chiral species induces hydride attack
on the prochiral ketone with high facial selectivity. Itsuno
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and co-workers [3] used a mixture of borane with chiral
1,2-aminoalcohols derived from valine in defined ratios,
and thismixturewas capable of reducing a great variety of
prochiral ketones with excellent yields and good enan-
tiomeric excesses, particularly arylalkyl-ketones.

Corey, Bakshi and Shibata (CBS) in 1986–87 [4]
proposed that the reducing agent in this case is an ox-
azaborolidine, and confirmed that borane coordinates to
it through the nitrogen atom with X-ray measurements.
However, they used proline instead of valine as starting
chiral material, and simplified the preparation of the
oxazaborolidine. The modified catalyst was capable of
reducing a wide variety of ketones under mild reaction
conditions, with quantitative yields and excellent enan-
tiomeric excesses (see Scheme 1). Nonetheless, when a
theoretical study of the acetophenone reduction by BH3

in the presence of the CBS catalyst was attempted,
substantial differences emerged in the description of the
possible acetophenone-CBS-BH3 complexes (those sta-
ble at the AM1 level are displayed in Fig. 1), depending
on the method and on the basis set adopted (wide infra).

This was a clear indication that not all of them are
suitable for properly describing the weak ketone-oxaz-
aborolidine interaction. A careful validation of the
various methods was necessary.

Therefore, the present investigation is not focused on
modeling enantioselectivity, but rather on assessing
which combination of theoretical method and level is
best suited to describing the interactions taking place
within the complexes formed between simple models of
the CBS catalyst and acetone. Because of the size of the
real system, the assessment also takes into account
the computational cost of the modeling. The role of the
exocyclic boron hydride in the complexation of acetone
is also investigated, and the interactions of acetone and
two smaller Lewis bases (water and ammonia) with BH3

are considered. Furthermore, the contribution of basis
set superposition errors (BSSE) and geometry defor-
mation to the complexation energy is taken into
account. The solvent effect in the framework of the
polarisable continuum model (PCM) is also considered
in tetrahydrofuran (THF).

These BH3 complexes have long been studied by a
variety ofmethods in order to elucidate the nature of their
interactions. In 1976, Umeyama and Morokuma [5] per-
formed the interaction energy decomposition of the
BH3ÆÆÆNH3 complex, among others, at the 4–31G level in
order to analyze the mutual weight of the components.
Assuming that the geometry of the isolated electron do-
nor was not altered upon complex formation, while for
borane planar and pyramidal configurations were con-
sidered, they concluded that the strong binding is due to
the electrostatic contribution [5]. In 1988, LePage and
Wiberg studied rotational barriers for carbonyls coordi-
nated to neutral Lewis acids (a similar scenario to BH3-
acetone), and found soft coordination modes in general
[6]. Other work concerning strongly bound donor-
acceptor complexes includes that by Frenking et al. who
showed that the bonding in BH3NH3 has large covalent
contributions [7], and more recently, Tomás et al. defined
the bonding as intermediate between the pseudo-covalent
and van der Waals types [8]. In a subsequent G2 investi-
gation on several H3BXHn complexes, Tomás et al.
attributed their stability to the pyramidalization of bor-
ane and to the basicity of the donor, explaining in this way
the greater stability of H3BNH3 than H3BOH2 [9]. On the
other hand, no investigation on BSSE has been carried
out as yet, to the best of our knowledge, primarily because
of the problems linked to the deformation energy [10].

Computational details

The semiempirical calculations have been carried out using the
AM1 model Hamiltonian as implemented in AMSOL [11]. The
source code was compiled for use on Silicon Graphics O2 (Irix 6.5
operating system), Indigo2 (Irix 5.3 operating system), and IBM
RISC6000 workstations.

The ab initio calculations have been carried out at the Hartree-
Fock (HF) and MP2 [12, 13, 14] levels, using the Gaussian 98
system of programs [15]. MP2 calculations have been performed
using the frozen-core (FC) approximation. The source code was

Fig. 1. Stable conformations of the acetophenone-CBS-BH3 com-
plexes computed at the AM1 level

Scheme 1
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compiled for use on a cluster of personal computers running under
the Linux operating system and on DEC Alpha DS 20E Compaq
workstations (Unix operating system).

Also regarding the density functional theory (DFT) framework,
calculations have been carried out with Gaussian 98, using the
B3LYP (Becke’s three parameter hybrid functional using the LYP
correlation functional [16, 17]) and MPW1PW91 (Barone and
Adamo’s Becke-style one parameter functional using modified
Perdew-Wang exchange and Perdew-Wang 91 correlation [18])
functionals.

Several split valence-shell basis sets have been employed: 3–21G
[19], 6–31G* and 6–31G** [20, 21, 22, 23], 6–31+G** [24]. Single
point calculations at the MP2, MP3, MP4SDQ, QCISD, and
QCISD(T) [25] levels have been carried out on the HF/6–31G*
optimized geometries.

The calculations in solution (solvent was THF) have been car-
ried out in the PCM framework [26, 27, 28, 29]. For a detailed
description, reference is made to the source papers of the method.

Model systems

In the study of the reduction of acetophenone by BH3 in the
presence of the CBS catalyst (see Scheme 1), several acetophenone-
CBS-BH3 complexes should be considered, because the coordina-
tion of borane to the catalyst, and the complexation of the ketone
to the endocyclic boron, might occur for a variety of mutual
arrangements of the partners. Nonetheless, the relative stability of
those possible complexes are erratic [30, 31] depending on the
method and on the basis set adopted. This fact clearly indicates that
not all of the arrangements are able to properly describe the weak
ketone-oxazaborolidine interaction.

Moreover, the HF/3–21G boron-oxygen interaction was far
too negative compared to the HF/6–31G* interaction, not only
because of the well-known tendency of the 3–21G basis set to
overestimate electrostatic interactions, but also because of the
equally well-known fact that BSSE grows as the size of the basis
set decreases. It was actually reported that the complexation step
is endothermic [32, 33]. In particular, Nevalainen performed scans
on a model system, showing that an energy barrier prevents the
energetically unfavorable complex from dissociating [32]. On the
other hand, Corey stated that the ketone complexation and
the highly exothermic hydride transfer are probably fast and
comparably rate limiting [34, 35]. Because of these reasons, we
decided to study the weak interaction responsible for the com-
plexation of the ketone to CBS, with the aim to find the best
compromise between accuracy and speed of calculations. Due to
the complexity of the real system (see Fig. 1), we could not use
the wide variety of methods and basis sets necessary to do a
systematic study, so a model system was chosen that retained the
most important characteristics involved in the BÆÆÆO interaction.
The side groups, important for enantioselectivity, were disre-
garded, because at this stage the issue of modeling enantioselec-
tivity was outside of our scope of this work. Furthermore, for the
sake of simplicity and computational speed, a nitrogen atom was
used in place of the proline ring, and a proton was placed on this
instead of a methyl group, despite the fact that this means that, at
longer distances, acetone may reorient itself to point towards the
N–H bond, because of an H-bond interaction. This interaction,
that for obvious reasons cannot occur in the complete system, is a
flaw in the model, and indeed it is observed when the BÆÆÆO sep-
aration grows to beyond 2 Å. Nonetheless, since for this study
only a region near the bottom of the potential energy well is
interesting, the model is adequate since for this short BÆÆÆO sep-
aration the H-bond interaction cannot take place. Furthermore,
among the four possible conformers, those with acetone on the
opposite face with respect to BH3 were discarded because they did
not yield a local minimum, while of the two left, the endo type
structure (Fig. 2) was utilized, even though the exo type structure
interaction energy was about 1.1 kcal/mol more favorable.
However, a few calculations have been performed on exo type
structures for comparison as well.

The chosen model system still contains the prominent elements
of the acetophenone-CBS-BH3 complexes: the 1,3,2-oxazaboroli-
dine ring, to which a molecule of borane and one of acetone, the
smallest possible ketone, are coordinated. As known from previous
investigations, the presence of a molecule of borane coordinated to
nitrogen is important because it has a considerable electronic effect
on both the endocyclic boron, enhancing its Lewis acid character,
and on borane itself, in that the nucleophilic character of the hydride
is amplified by the electron density coming from the nitrogen lone
pair. The complexation of acetone is basically due to the electrostatic
interaction between a Lewis acid/base pair consisting, respectively,
of the endocyclic boron and the carbonyl oxygen, joined to a
significant charge transfer contribution [31]. Consequently, some
electron density is drawn away from the C=O double bond, making
the carbon atom more subject to hydride transfer. The presence of
the ring system is important to keep the conformation rigid.

In order to better analyze the interactions taking place in the
system, as well as the role of the second borane, smaller models,
described in detail in the relevant sections, have been considered.
In all of them, acetone, or a smaller Lewis base, coordinates to
B. They can be approximately categorized into four families:
1) models without the ring system (BH3NH2–BHOH-acetone and
BH3NH2–BH2-acetone); 2) H3B-b, with b=acetone, water, or
ammonia; 3) XYHB-acetone, with either X=H and Y=OH, NH2,
or X=OH and Y=NH2; and 4) the complex with acetone of the
ring system without the exocyclic BH3.

Results and discussion

Main model system: flexible scans along
the BÆÆÆO coordinate

The interaction energy along the BÆÆÆO approach path for
the main model system (shown in Fig. 2) at various
computational levels, is displayed in Fig. 3. The relaxed
scans have been carried out using several methods (HF,
DFT-B3LYP, MP2) and basis sets (3–21G, 6–31G,
6–31G*, 6–31G**, 6–31+G**), in order to evaluate the
dependence of the results on the quality of the descrip-
tion, and to assess their reliability. The numerical data
are available in the Electronic Supplementary Material,
Tables S1-S3. A few comments on the trend of the
curves can easily be made after observing the plots.

First, the smallest basis set considered here clearly
overestimates the interaction energy. Though weaker,
the interaction energy is seemingly still overestimated by
the AM1 model Hamiltonian as well. In the case of HF/
3–21G calculations, this is also reflected in a shorter than

Fig. 2. Model system selected for the study of ketone-oxazabor-
olidine interaction
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normal BÆÆÆO distance, whereas longer than normal BÆÆÆO
separations are found at the MP2/3–21G level, and
especially at the AM1 level, as can be seen by looking at
the data reported in the first column of Table 1. The 6–
31G description represents a considerable improvement
with respect to the 3–21G one, as expected, at least as far
as the interaction energy is concerned.

Second, a remarkably different behavior is obtained
when polarization functions are added. By comparing
the practically superimposed 6–31G* and 6–31G**
curves, however, it is evident that the addition of p
polarization functions on hydrogens cause almost no
change. From this finding, common to HF, B3LYP and
MP2 calculations, it can be inferred that, while d
polarization functions are necessary to give a different

(and presumably better) description of the system, the p
polarization functions do not produce significant
improvement. The main observed influence of polariza-
tion functions is to further reduce the interaction energy
so that, in the case of HF calculations, it becomes
positive. Therefore, the two partners turn out to be less
stable in the complex than at infinite separation.

The third comment is that, after introducing sp dif-
fuse functions on heavy atoms, the complex is further
destabilized, to the point that a negative interaction
energy with the 6–31+G** basis set is predicted only at
the MP2 level.

It is worth noting that, although the interaction
energies for some basis sets are positive, for all the cal-
culated complexes a local minimum can be found at a

Fig. 3. AM1 interaction energy
profile along the BÆÆÆO approach
path in the model system,
shown in Fig. 2, as compared to
the interaction energies
obtained with various basis sets
and levels of theory: HF (left
hand side), MP2 or B3LYP
(right hand side). 321, 631, 6d,
6dp and 6+dp stand
respectively for the 3–21G,
6–31G, 6–31G*, 6–31G** and
6–31+G** basis sets

Table 1. BÆÆÆO equilibrium separations, corresponding interaction energies (DE), CP corrected interaction energiesa (DECP), and their
components:a DE(CP), BSSE, and deformation energy (Edef), for all the studied combinations of method and basis set. ZPE and
thermalbcorrections (at 298.15 K) are also reported

Level BÆÆÆO
(Å)

DE
(kcal/mol)

DECP

(kcal/mol)
DE(CP)
(kcal/mol)

BSSE
(kcal/mol)

Edef

(kcal/mol)
ZPE

(kcal/mol)
Thermb

(kcal/mol)

B3LYP/6–31G 1.639 )6.26 )0.25 )27.03 )6.01 26.78 2.31 15.64
B3LYP/6–31G* 1.623 )1.78 3.96 )25.64 )5.75 29.60 1.66 14.19
B3LYP/6–31G** 1.623 )1.24 4.51 )25.77 )5.76 30.28 1.59 14.04
B3LYP/6–31+G** 1.623 2.21 3.54 )25.96 )1.33 29.50 1.45 12.78
HF/3–21G 1.604 )15.63 )0.72 )31.87 )14.91 31.15 - -
HF/6–31G 1.628 )4.02 0.24 )29.75 )4.27 30.00 2.50 15.19
HF/6–31G* 1.629 1.03 4.78 )24.62 )3.75 29.40 2.46 15.30
HF/6–31G** 1.630 1.09 4.83 )24.56 )3.74 29.40 2.46 15.34
HF/6–31+G** 1.625 2.71 4.46 )24.85 )1.75 29.31 2.38 15.43
MP2/3–21G 1.665 )17.60 4.96 )19.63 )22.55 24.59 - -
MP2/6–31G 1.721 )5.99 3.83 )18.30 )9.82 22.13 2.52 15.42
MP2/6–31G* 1.640 )4.27 5.40 )24.13 )9.66 29.53 1.45 13.68
MP2/6–31G** 1.640 )4.26 5.26 )24.76 )9.52 30.02 1.45 13.76
MP2/6–31+G** 1.639 )2.77 4.04 )25.72 )6.82 29.76 1.18 13.56

a These values correspond to the uncorrected equilibrium positions, not to the CP corrected minima
b including ZPE
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sensible equilibrium separation. In fact, increasing the
BÆÆÆO distance over a short range increases the energy of
the endothermic complex, indicating that there is an
energy barrier to dissociation. The B3LYP behavior is
intermediate between the HF and MP2 ones, though
with a larger gap than that found using HF and MP2
among the various basis sets.

While it is not completely known whether and how
much the quality of the description is improved by the
addition of sp diffuse functions, it is likely from the
interaction energy/basis set trend that BSSE, described
in the next section, plays a prominent role in this kind of
system.

BSSE

The most popular counterpoise procedure (CP) to
correct basis set superposition errors, proposed by
Boys-Bernardi [36], was intended for van der Waals
complexes, with the hypothesis that intermolecular
interactions do not affect the internal geometries of the
partners. Conversely, Jansen-Ros [37] applied the cor-
rection to the protonation of CO with relaxed inter-
atomic distance. The use of flexible geometries,
optimized along the approach coordinate in the dimer,
instead of rigid geometries, complicates matters. Though
the equations can be found in a previous article [38], in
order to make the paper self-contained and define the
various quantities we make reference to, we report a
short derivation of the equations employed.

The interaction energy at the X level (with X=HF,
B3LYP or MP2 in the present case) is given by:

DEX ¼ EX ABð Þ � E�X Að Þ � E�X Bð Þ ð1Þ

where E�X(M) is the energy of the isolated monomers (A
or B) at the X level in a given geometry (usually that
optimized at infinite separation). For the sake of sim-
plicity, the indication of the level (X), which is supposed
to be the same on both sides of the equations, is omitted
from now on.

To make clear which geometry and which basis
functions are used, Eq. 1 can be written as:

DE ¼ E ABð Þ � Em;m Að Þ � Em;m Bð Þ ð2Þ

where in Em,m(M) the first superscript stands for the
geometry of M, m (optimized in the monomer), and
the second superscript for the basis functions, m (of the
monomer). When the monomers get closer and closer,
their charge distributions are polarized and this affects
their equilibrium nuclear positions, if geometry defor-
mation is allowed. The deformation contribution is
given by:

Edef ¼ Ed;m Að Þ � Em;m Að Þ þ Ed;m Bð Þ � Em;m Bð Þ; ð3Þ

where Ed,m(M) is the energy of the monomer computed
with the geometry of M optimized in the dimer and the
monomer basis functions. Therefore DE accounts for
deformation as well:

DE ¼ Eint þ Edef ð4Þ

with Eint ¼ E ABð Þ � Ed;m Að Þ � Ed;m Bð Þ ð5Þ

The assumption of the counterpoise procedure is that
the energy of the reference state must be modified to
avoid the artificial stabilization of the complex. The
correction is made taking as reference energy the two
partners at a definite distance, each in the presence of the
basis functions of the other, as they are in the adduct,
instead of considering them at infinite separation. Since
the CP correction consists of a change in the reference
energies, when the geometry of M optimized in the
monomer with the dimer basis functions is used to
compute the energy of the monomers (in other words
Em,d(M)), if we employ rigid geometries there is no
contribution from deformation (the first index is just
included for comparison):

DE CPð Þ ¼ E ABð Þ � Em;d Að Þ � Em;d Bð Þ: ð6Þ

According to Sokalski et al. [39], BSSE can be di-
rectly defined as DE–DE(CP):

BSSE¼Em;d Að ÞþEm;d Bð Þ�Em;m Að Þ�Em;m Bð Þ: ð7Þ

The geometry deformation treatment for the inter-
acting partners is not necessary when feeble intermolec-
ular interactions are considered, but it becomes more and
more important when reactive interactions are studied.
In the past, due to limited computational power, theo-
reticians were forced to use rigid geometries for the
construction of CP-corrected interaction energy profiles,
whereas a flexible scan should be employed. However,
the inclusion of a deformation energy term into BSSE
may result in totally wrong numbers, especially when the
geometries of the partners undergo considerable varia-
tions as a consequence of strong interactions. Even in the
last few years, the occurrence of this problem has been
mentioned only sporadically [38, 40, 41, 42].

In analogy with Eqs. 6 and 7, when the geometries
are relaxed:

DE CPð Þ ¼ E ABð Þ � Ed;d Að Þ � Ed;d Bð Þ ð8Þ

and BSSE ¼ Ed;d Að Þ þ Ed;d Bð Þ � Ed;m Að Þ � Ed;m Bð Þ:
ð9Þ

The difference between DE and DE(CP), easily
derivable, consists of two terms, one related to BSSE
and the other to geometry deformation (Eq. 3) [38]:
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DE � DE CPð Þ ¼ BSSEþ Edef: ð10Þ

In the case of flexible geometries, therefore, the CP-
corrected interaction energy, DECP, can be obtained
using either expression:

DECP ¼ DE � BSSE ¼ DE CPð Þ þ Edef ð11Þ

The CP-corrected interaction energies, DECP, re-
ported together with BSSE and Edef in Table 1, are
decidedly less favorable than the uncorrected ones (also
displayed), but the largest effect is due to the deforma-
tion term, that ranges from 22 to 31 kcal/mol in the
region of the uncorrected minimum. This large effect is
primarily ascribable to the distortion in the oxazabor-
olidine ring, because the hybridization of the endocyclic
B atom changes from sp2 (planar geometry) to sp3 (tet-
rahedral geometry). However, since the CP-corrected
energy interaction profile is smoother than the uncor-
rected one, while the minimum is likely to be situated at
a longer distance, the application of the CP correction
only at the uncorrected equilibrium distance produces
an exaggerated destabilization in the interaction energy,
that may assume even positive, non-bonding values. For
this reason, it is more appropriate to compute the cor-
rection along the whole approach path [43] in order to
find energy and equilibrium distance at the bottom of
the CP-corrected curve.

From inspection of the relaxed, CP-corrected scans
reported in Fig. 4, the importance of both BSSE and
Edef is immediately evident. All corrected interaction

energies at equilibrium (DECP) are positive or very close
to zero, in contrast to the uncorrected (DE) curves,
where in the majority of cases the energy at the bottom
of the curve has a negative sign, whereas the DE(CP)
curves (not displayed), have minima at even more neg-
ative values than the uncorrected DE curves.

From the comparison between basis sets, within the
three sets of methods (HF, B3LYP and MP2) no large
differences emerge in the description when using basis
sets above the 6–31G* one. Therefore, it seems advisable
to resort to the cheapest of the upper-quality basis sets
(the 6–31G* basis set) for the subsequent investigation
of the complete system [30, 31]. Furthermore, while it is
desirable to select a method that avoids gross errors, it
must be kept in mind that for the prediction of the ste-
reochemical outcome, the relative and not the absolute
energy is important.

In addition, once again basis sets not containing
polarization functions behave differently, showing
exceedingly stable minima and long BÆÆÆO equilibrium
distances, while the gap between polarized basis sets and
those also containing sp diffuse functions is inverted in
sign with respect to the uncorrected curves, and reduced
in amplitude. This is due to the very small error affecting
the 6–31+G** basis set: it is worth noticing that after
correction the interaction energies at the equilibrium
distance are fairly close to each other regardless of the
calculation method. The poor performance of the lim-
ited basis sets is particularly evident at the MP2 level: the
3–21G BÆÆÆO equilibrium distance is extremely long,
while the 6–31G curve is even smoother.

Fig. 4. Relaxed geometry CP-corrected interaction energy profiles along the BÆÆO approach path in the model system, shown in Fig. 2, at
various levels of theory: HF, B3LYP and MP2. Basis set legends as in Fig. 3
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Smaller models

Oxazaborolidine-borane

Another hint that 6–31G* is the smallest basis set among
those having superior descriptive quality comes from
calculations carried out for the oxazaborolidine-borane
(OAB-BH3) system (shown in Fig. 5). In this system, the
sp2 B atom can interact with a hydride, forming a three-
center, two-electron bond, similar to that present in
gaseous diborane, and also encountered in some com-
putational works on oxazaborolidines [32]. Therefore,
such a structure can be considered a distinctive feature if
a method is able to produce it or not. As the interaction
becomes more intense, the B atom is forced out of pla-
narity and changes its character from sp2 to sp3. The
hybridization change can be put forward by the value of
the H–B2–N–C dihedral angle, while the out of plane
distortion of B is given by the value of the H–B2–N–O
improper dihedral angle.

Since this system is not symmetric, and because
of the conformational restraints imposed by the
oxazaborolidine ring, the strength of the three-center,
two-electron interaction is probably weaker than in
diborane. On a qualitative basis, the more stretched the
bond between the exocyclic B atom and the hydride,
compared to the other two, the stronger the hydride
interaction with the endocyclic B atom. Analogously,
the interaction is enhanced when the BÆÆÆHÆÆÆB system is
more symmetric. Geometry optimizations of the OAB-
BH3 complex were carried out using the same combi-
nations of methods and basis sets as used for the BÆÆÆO
interaction study.

The relevant geometric data, reported in Table 2,
confirm that 6–31G* geometries are qualitatively very
different from those obtained using smaller basis sets, at
least at the B3LYP and MP2 levels, but very similar to
those obtained with larger basis sets. It is even possible
from these data to find a further distinction between the
methods. The HF level, even though it uses large basis
sets, fails to predict the bridged hydride interaction.

Seemingly, to properly describe the system in the gas
phase, electron correlation effects must be taken into
account to some extent. The portion of correlation en-
ergy recovered at the MP2 level, and even at the B3LYP
one (though the latter cannot account for dispersion
interactions), is enough to give a qualitatively superior
description.

The occurrence of a bridged hydride interaction,
however, somewhat influences the magnitude of the
coordination energies displayed in Fig. 3 (right hand
side) and in Fig. 4, as we will discuss later.

As far as the 6–31+G** basis set is concerned, in
general the addition of sp diffuse functions considerably
affects the energy profiles with respect to those obtained
using the basis sets with polarization functions.

Borane-b (with b=water, ammonia, acetone)

The calculations on the smallest models considered here,
only composed of BH3 and a simple Lewis base, have
been carried out with the full combination of basis sets
and methods – the same as those used for the main
model system – in order to evaluate their performance as
well as the change in the BSSE effect related to the
system size. The AM1 results are displayed together with
the uncorrected values for comparison.

The H3BÆÆÆOH2 interaction energy along the BÆÆÆO
approach path is shown in Fig. 6 at the various uncor-
rected levels. The behavior of the basis sets for the HF
and MP2 methods is fairly consistent with that obtained
for the main model system, though the interaction
strength is considerably stronger than previously. Con-
versely, B3LYP produces results closer to MP2, espe-
cially for the most extended basis sets (6–31G*,
6–31G**, and 6–31+G**). Considering the 6–31G*
basis set, DE�–9 or –18 kcal/mol, respectively, at the
HF or B3LYP/MP2 levels, versus –21 kcal/mol obtained
with AM1, that in addition shows steep walls; in the
attractive branch even steeper than the 3–21G ones. This
is a general feature of AM1 for all of the systems con-

Fig. 5. B3LYP/6–31G* optimized geometry of the oxazaboroli-
dine-borane complex

Table 2. Values of the HB2NC and HB2NO dihedral angles
(in degrees) in the OAB-BH3 complex optimised at different levels
of theory

Level HB2NC HB2NO

B3LYP/6–31G 163.7 177.1
B3LYP/6–31G* 139.8 144.0
B3LYP/6–31G** 139.6 143.7
B3LYP/6–31+G** 139.6 143.6
HF/3–21G 164.7 178.3
HF/6–31G 164.5 178.3
HF/6–31G* 163.2 178.3
HF/6–31G** 163.3 178.3
HF/6–31+G** 163.4 178.4
MP2/3–21G 163.9 178.4
MP2/6–31G 163.3 178.3
MP2/6–31G* 138.8 141.9
MP2/6–31G** 139.0 142.1
MP2/6–31+G** 139.2 142.1
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sidered here. Interestingly enough, the AM1 equilibrium
distance is close to those of B3LYP and MP2. At the
MP2 level, the 6–31G interaction energy is almost
superimposed on the 6–31G* and 6–31G** ones, though
it is slightly less favorable in the repulsive branch, pro-
ducing a somewhat longer equilibrium separation. This
trend is maintained as well at the CP-corrected level.
After CP corrections (Fig. 7) the complexes are, in

general, significantly less stable than at the correspond-
ing uncorrected level, as expected, while the spreading
of the curves is greatly reduced. Nonetheless the
equilibrium distances still correspond to reasonably
strong interaction energies (DE�–7, –14 or –12 kcal/
mol, respectively, at the HF, B3LYP or MP2 levels).

From the inspection of the H3BÆÆÆNH3 curves dis-
played in Fig. 8, analogous conclusions can be drawn,

Fig. 6. Relaxed geometry interaction energy profiles along the BÆÆO approach path in H3BÆÆÆOH2 at various levels of theory: HF, B3LYP
and MP2. Basis set legends as in Fig. 3

Fig. 7. Relaxed geometry CP-corrected interaction energy profiles along the BÆÆO approach path in H3BÆÆÆOH2 at various levels of theory:
HF, B3LYP and MP2. Legends as in Fig. 3
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even though for this system the coordination energy is
much stronger (DE�–23.5, –32.8, or –34.4 kcal/mol,
respectively, at the HF, B3LYP, or MP2 levels, versus –
38.3 kcal/mol obtained with AM1 at 1.5616 Å). Notice
that this is a much shorter equilibrium separation than
those found with the other methods, perhaps indicating
the need for further improvement in the B-N parame-
terization). The behavior of the basis sets for the HF and
MP2 methods is similar, although the interaction
strength is about 10 kcal/mol stronger at the MP2 level
than at the HF one. The spread in the curves is enhanced
with B3LYP: the 3–21G and 6–31G profiles show a
greater stability than at the MP2 level, whereas the 6–
31G*, 6–31G**, and 6–31+G** profiles correspond to
a lower stability.

Interestingly, the B3LYP/6–31G* minimum occurs at
a BÆÆÆN separation of 1.669 Å, while the B3LYP/6–
31G** minimum (–32.4 kcal/mol) occurs at 1.668 Å.
These values are close to the MP2/6–31+G** values
(complexation energy=–30.95 kcal/mol at 1.662 Å),
with experimental values of –31.1 kcal/mol [44] and
1.657 Å [45]. The reduced stabilities obtained after CP
corrections (shown in Fig. 9, DE� –21.0, –29.7 or –
28.2 kcal/mol, respectively, at the HF, B3LYP or MP2/
6–31G* levels), nonetheless, remain in fair agreement
with the experimental values as far as B3LYP and MP2
are concerned.

Similar remarks can be made about the
H3BÆÆÆO=C(CH3)2 complex (shown in Fig. 10). With the
6–31G* basis set we get DE�–9.2, –19.5 or –18.8 kcal/
mol, respectively, at the HF, B3LYP or MP2 levels,
versus –18.7 kcal/mol obtained with AM1, although for

this system AM1 gives a longer equilibrium separation
(1.7178 Å). At the CP-corrected level (shown in Fig. 11),
the most extended basis set (6–31+G**) is bunched
together with 6–31G* (DE �–7.3, –16.7 or –13.5 kcal/
mol, respectively, at the HF, B3LYP or MP2 levels) and
6–31G**, whereas the basis sets without polarization
functions not only come close (HF) and reach (B3LYP),
but are even overcorrected (MP2) with respect to the
more extended ones. Interestingly enough, for whatever
method, CP-corrected or not, the absence of polariza-
tion functions corresponds to longer equilibrium dis-
tances.

As a common feature, the B3LYP interaction ener-
gies are the most favorable ones, CP-corrected or not.

The effect of substituents, similar to those found in
the oxazaborolidine ring system, replacing some of the
borane hydrogens, was then considered. All of the
forthcoming models were computed only at the CP-
uncorrected HF and B3LYP/6–31G* levels, because at
this point we are not interested in the absolute value, but
rather in the effect produced by any change in the model.
In addition, for medium size models intermediate
behavior of the CP correction can be assumed.

X–H2BÆÆÆO=C(CH3)2

When X=OH, in other words when an hydroxy group
replaces one of the borane hydrogens, this single sub-
stitution produces a considerable effect, as can be seen
by comparing Fig. 12 to Fig. 10. Though the repulsive
branch is similar, the attractive one monotonically (but

Fig. 8. Relaxed geometry interaction energy profiles along the NÆÆÆB approach path in H3BÆÆÆNH3 at various levels of theory: HF, B3LYP
and MP2. Basis set legends as in Fig. 3
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very slowly) decreases. In addition, while the B3LYP
interaction energy is favorable in the region of the for-
mer minimum (DE�–3 kcal/mol), the HF/6–31G* value
is positive by a couple of kcal/mol. The effect on the
complexation energy when X=NH2, in other words
when an amino group replaces one of the borane

hydrogens, also shown in Fig. 12, is even worse. Both
the HF and B3LYP/6–31G* interaction energies are
unfavorable. The interaction energies decrease at long
separations because the acetone carbonyl can eventually
become involved in H-bonds to the hydroxy or amino
hydrogens.

Fig. 9. Relaxed geometry CP-corrected interaction energy profiles along the NÆÆÆB approach path in H3BÆÆÆNH3 at various levels of theory:
HF, B3LYP and MP2. Legends as in Fig. 3

Fig. 10. Relaxed geometry interaction energy profiles along the OÆÆÆB approach path in H3BÆÆÆOC(CH3)2 at various levels of theory: HF,
B3LYP and MP2. Legends as in Fig. 3
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HXYBÆÆÆO=C(CH3)2

The trend of the H(NH2)(OH)BÆÆÆacetone interaction at
the HF and B3LYP/6–31G* levels is also shown in
Fig. 12. The simultaneous presence of both the hydroxy
and amino substituents at B produces a noticeable
worsening in the complexation energies, that become by
far the least favorable ones.

Ring system (without the exocyclic BH3) ÆÆÆO=C(CH3)2

Similar behavior is also obtained for the ring system of
Fig. 5 in the absence of the exocyclic BH3. The relevant
curves, also displayed in Fig. 12, are slightly less unfa-
vorable than those obtained for the complex H(NH2)
(OH)BÆÆÆacetone, probably because the substitution of
two polar hydrogens with a –CH2–CH2– group, apart
from introducing structural constraints, does not greatly
affect the charge distribution at B.

Role of the second BH3

The comparison between the trend in Fig. 12 and the
corresponding one in Fig. 3 clearly indicates that the
second BH3, linked to the amino group, is necessary in
order to stabilize the complex. This holds for the com-
plexes with acetone of NH2–BH2 and H2N–BHOH as
well, as can be seen by comparing the relevant plots in
Fig. 13 with those shown in Fig. 12. Furthermore, the
presence of the hydroxy group greatly affects the com-
plex stability, even though for that system just a shallow
minimum is found.

Fig. 11. Relaxed geometry CP-corrected interaction energy profiles along the OÆÆÆB approach path in H3BÆÆÆOC(CH3)2 at various levels of
theory: HF, B3LYP and MP2. Legends as in Fig. 3

Fig. 12. Relaxed geometry interaction energy profiles along the
OÆÆÆB approach path in various complexes with acetone of BH2OH,
BH2NH2, BHOHNH2, and oxazaborolidine (OAB) at the HF and
B3LYP/6–31G* levels
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Main model system: energies and geometries

The analysis carried out so far gives a fairly consistent
picture of the interactions taking place in oxazaboroli-
dine. There are however a few points to be clarified
concerning the complex stability.

The amount of the free energy contribution
in the gas phase

Zero point energy (ZPE) and thermal corrections
(including ZPE) to the association energy, computed at
the HF and B3LYP/6–31G, 6–31G*, 6–31G**, and
6–31+G** levels, are also reported in Table 1. B3LYP
results are fairly consistent with the MP2 ones, as shown
in the case of F-uracil dimers [46]. The frequency cal-
culations confirmed that the corresponding complexes
are local minima, as expected, with the only exception
being acetone at the B3LYP/6–31+G** level that even
after a very tight optimization produced an imaginary
frequency. This fact is highlighted in the thermal cor-
rections, that turn out to be lower by about 1 kcal/mol
than in the other cases, because the imaginary frequency
was discarded, reducing the vibrational entropy from
10–11 to 6 cal/mol K. Actually, the two lowest fre-
quencies correspond, respectively, to disrotatory and
conrotatory modes of the methyl groups. However, it is

difficult to say whether these torsions are really vibra-
tions or hindered rotations [47]. Nonetheless, the
B3LYP/6–31+G** lowest energy arrangement of ace-
tone, with one of the Hs for both methyl groups syn with
respect to the carbonyl O, corresponds to a minimum
with all the other basis sets (at the HF level with all basis
sets here considered). The inability to produce all posi-
tive eigenvalues of the Hessian matrix is seemingly
linked to the combined use of B3LYP and sp diffuse
functions, in that a similar behavior was obtained at the
B3LYP/6–311++G** level for acetone [49]. Interest-
ingly enough, B3LYP/6–31+G** geometry optimiza-
tions of acetone, starting with both methyl groups
rotated by 180� with respect to the lowest energy
arrangement, converged to an almost unaltered struc-
ture (higher in energy by �1.8 kcal/mol) with two
imaginary frequencies, whereas the barrier to rotation of
one methyl group while keeping the other syn with
respect to the carbonyl oxygen is only about 0.5 kcal/
mol. Therefore, a much steeper path is obtained when
both methyl groups rotate.

ZPE values were not scaled. When frequency scaling
factors are available, as for the B3LYP/6–31G* [50] and
HF/6–31G* [51] levels, the scaled ZPE values turn out to
be lower, respectively, by 0.032 and 0.212 kcal/mol with
relevant thermal corrections of 14.16 and 15.09 kcal/
mol. The free energy balance in the association process is
almost constant and rather unfavorable due to the loss
of isolated partner translational and rotational degrees
of freedom. Taking into account the values obtained on
average at the HF level from now on, that are very
similar to the B3LYP and MP2 ones (see Table S4 in the
electronic supplementary material), contributions of 62
and 65 cal/mol K respectively for the acetone and OAB-
BH3 isolated partners become 70 cal/mol K in the
complex. This entropy loss (amounting to 57 cal/mol K)
is only partially recovered because of the presence of six
new internal degrees of freedom of the complex [52].
Actually, we find vibrational entropy contributions of 11
and 12 cal/mol K for the acetone and OAB-BH3 iso-
lated partners that become 34.5 cal/mol K in the com-
plex.

The effect of the isolated partner structure

The arrangement of the isolated partners does not rep-
resent a particular problem as far as acetone is con-
cerned, in that acetone undergoes limited changes in the
association process (discussed below in the section con-
cerning solvent effects); furthermore they are fairly
comparable regardless of the combination of basis set
and method used. On the other hand, as stated in the
oxazaborolidine-borane section, in the gas phase the
oxazaborolidine-borane part takes two distinct struc-
tures, according to the basis/method combination used
in this study: an open structure at the AM1 and HF
levels, as well as at the B3LYP and MP2 levels when
basis sets without polarization functions are used; and a
closed structure (with a hydrogen bridged between the

Fig. 13. Relaxed geometry interaction energy profiles along the
OÆÆÆB approach path for complexes with acetone of BH2NH2 and
BHOHNH2 in the presence of a BH3 at N, at the HF and B3LYP/
6–31G* levels
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two B atoms) at the B3LYP and MP2 levels with the
6–31G*, 6–31G** and 6–31+G** basis sets. The main
consequence of this fact is a somewhat less favorable
association energy in the second case, because of the
considerable stability of the closed structure with respect
to the open one, which is also taken in the complex.
There is no simple way to account for this. Probably, in
solution a complex with the solvent (THF) is formed,
preparing the oxazaborolidine-borane catalyst for the
ketone interaction, but it is difficult to take this addi-
tional interaction into account, even if considering a
ternary system made up of acetone, oxazaborolidine-
borane and THF.

A straightforward way to evaluate the influence of
the isolated partner structure on the adduct association
energy is to consider the approaching pathway at the
MP2/6–31G* level, albeit using the HF/6–31G*
geometries that, as mentioned above, feature a very
similar geometry for the isolated catalyst to that for the
coordinated one. The resulting plot is displayed in
Fig. 14, together with the corresponding curves up to
the QCISD(T) level. The HF/6–31G* curve, already
shown in Fig. 3 (left hand side), is also reported for
comparison. The trend of the MP2/6–31G* coordina-
tion energy is consistent with that shown in Fig. 3
(right hand side) which was obtained using the MP2/6–
31G* optimized geometries. The obvious difference
however is in the equilibrium value of the coordination
energy, which is about twice as favorable as the value
reported in Fig. 3. This difference is primarily ascrib-
able to the energy gain in the isolated structure of
oxazaborolidine-borane because of the bridged H. The
relevant geometrical parameters are: B1–H=1.30 Å,
B2–H=1.42 Å, \B1–H–B2=91.8� and B1–H=1.21 Å,

B2–H=2.67 Å, \B1–H–B2=71.1� at the MP2/6–31G*
and HF/6–31G* levels, respectively, where B1 is the
exocyclic boron. In the coordinated structure, at
the MP2/6–31G* level, those values become: B1–
H=1.21 Å, B2–H=3.00 Å, \B1–H–B2=67.4�. The
MP3 curve is about 1.1 kcal/mol less favorable than
the MP2 one in the minimum, while it is slightly less
favorable in the attractive branch and somewhat more
favorable in the repulsive branch. The MP4SDQ,
QCISD, and QCISD(T) curves are parallel (at least in
the BÆÆÆO range 1.5–1.9 Å), with MP4SDQ and QCISD
producing adducts slightly less stable than MP3. Con-
versely, QCISD(T) almost matches MP2, that gives the
most favorable values.

The solvent effect

The solvent effect, Gsol, including non-electrostatic
terms, on the adduct energy was evaluated in the PCM
framework, with full geometry optimization in THF
solution (�=7.58) of the complex along the BÆÆÆO
approaching path at the HF and B3LYP/6–31G* levels:

Gsol ¼ GSCF � Evac: ð12Þ

As far as the optimization strategy in solution is
concerned, details can be found in [53]. Even in THF
solution, the exo conformers turned out to be more
favorable than the endo ones, with a solvent free energy
contribution, Gsol, somewhat larger for exo than for
endo geometries, though both kinds of structures are
local minima.

The MP2 calculations in THF solution have been
carried out at the MP2/6–31G* level on three different
geometries: on the HF/6–31G*structures obtained in
vacuo (MP2/6–31G*//HF(vac)/6–31G*); on the HF/
6–31G* structures obtained in THF solution (MP2/
6–31G*//HF(THF)/6–31G*), and on the MP2/6–31G*
structures obtained in vacuo (MP2/6–31G*//MP2(vac)/
6–31G*).

The solvent effect on the endo structures, reported in
Table 3, is displayed in Fig. 15 after addition to the
interaction energy in vacuo:

DG ¼ DE þ Gsol: ð13Þ

No CP or thermal corrections in vacuo are included,
to allow the interested reader to combine them at will.
The largest solvent effect is found at the HF level, and
then at the B3LYP one, which is closely followed by
MP2 on the MP2(vac) structures. This explains the
noticeable stability gain in solution in the case of HF,
B3LYP and MP2//MP2(vac) adducts as compared to
the corresponding curves in vacuo, shown in Fig. 3.
Conversely, the Gsol obtained at the MP2 level is
remarkably low when computed on HF geometries
optimized either in solution or in vacuo.

Since the solvent is described at the HF level even
when an MP2 calculation in solution is performed [54],

Fig. 14. 6–31G* interaction energy profiles along the OÆÆÆB
approach path for complexes with acetone of oxazaboroline in
the presence of a BH3 at N, calculated at different levels on the HF/
6–31G* optimised geometries
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the difference is clearly due to a considerable effect of the
solute geometry, though they are fairly similar in the
minimum as far as the intermolecular parameters are
concerned (Electronic Supplementary Material, Tables
S5–S6).

It is likely that correlation corrections somewhat af-
fect the intramolecular structures. Nevertheless, the root
mean square (rms) deviation between each couple of
complex structures, computed at a BÆÆÆO separation of
1.6 Å, is 0.10 Å for HF(vac) vs. MP2(vac), 0.08 Å for
HF(vac) vs. HF(THF) and 0.14 Å for HF(THF) vs.
MP2(vac). In all of the structures, one of the methyl
groups of acetone is rotated by about 40� with respect to
the minimum energy structure of isolated acetone

(showing both methyl groups with the H syn with
respect to the carbonyl O). In isolated acetone, this
arrangement is higher in energy than the lowest energy
structure by �0.3 kcal/mol at the B3LYP/6–31+G**
level. In the case of endo structures the rotated methyl
group is the closest to the endocyclic O, as shown in
Fig. 2, whereas in the case of exo structures the opposite
occurs even though there is no steric hindrance or
favorable interaction nearby.

A tentative evaluation of the association energy in
THF solution, DGass, along the BÆÆÆO approach path can
be performed considering

DGass ¼ GSCF ABð Þ � GSCF Að Þ þ GSCF Bð Þð Þ: ð14Þ

Table 3. Solvent (THF) effect,
Gsol, in kcal/mol, including
non-electrostatic terms, on the
adducts along the OÆÆÆB
approach path (Å) with the
6–31G* basis set

OÆÆÆB HF MP2//HFvac MP2//HFsol MP2//MP2vac B3LYP

1.4 )5.92 )2.13 )2.35 )4.54 )4.76
1.5 )5.58 )1.73 )2.03 )4.32 )4.73
1.6 )5.36 )1.37 )1.87 )4.23 )4.52
1.7 )4.99 )1.04 )1.49 )3.97 )4.30
1.8 )4.84 )0.67 )1.27 )3.75 )4.23
1.9 )4.63 )0.26 )1.02 )3.56 )4.02
2.0 - )0.03 - )3.50 -
2.1 )4.27 0.22 )0.43 )3.37 )3.71

Fig. 15. HF and B3LYP/6–31G* interaction energy profiles with
the inclusion of solvent effects in THF along the OÆÆÆB approach
path for complexes with acetone of oxazaboroline in the presence
of a BH3 at N, calculated at different levels on geometries optimised
in THF solution. At the MP2 level three different geometries have
been used (see text)

Fig. 16. HF and B3LYP/6–31G* association free energy profiles in
THF along the OÆÆÆB approach path for complexes with acetone of
oxazaboroline in the presence of a BH3 at N, calculated at different
levels on geometries optimized in THF solution. At the MP2 level
three different geometries have been used (see text)
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The curves, shown in Fig. 16, are closer to the cor-
responding ones obtained in vacuo (displayed in Fig. 3)
than the curves relevant to the adduct solvation, shown
in Fig. 15. The solvent effect (Eqs. 12 and 13), which
is completely attributed to the complex in Fig. 15, is
conversely reduced in Fig. 16 by the amount of solvent
effect shown by the isolated partners.

Of course, the amount of Gsol for each isolated mol-
ecule should become lower as the other approaches,
because partial desolvation occurs in the region where
the molecules face each other. However, the real situa-
tion should correspond to intermediate values between
these two boundaries. The HF/6–31G* free energies of
association in THF are less favorable than the HF/6–
31G* association energies obtained in vacuo. Conversely
the B3LYP/6–31G* association values in solution are
slightly more favorable than the association energies in
vacuo. At the MP2/6–31G* level, the situation is re-
versed with respect to Fig. 15; the MP2(vac)/6–31G*
structures, which are the best solvated adducts of
Fig. 15, have a free energy of association in THF slightly
worse than the association energy in vacuo, whereas the
HF/6–31G* geometries (either obtained in vacuo or in
solution) show the best association free energies in
solution.

Conclusions

The trend of the association energies or free energies for
the adducts between acetone and a model of the CBS
catalyst along the BÆÆÆO approach path is conserved
regardless of the basis sets used, whether a variety of
corrections are added or not. The corrections considered
here (counterpoise corrections to BSSE, correlation
corrections, thermal corrections in vacuo, solvent ef-
fects) actually affect the equilibrium energetic values, but
not the shape of the curves, in that they consist in a shift
of the energy scale. The prominent result is the existence
of a local minimum in the region of the reactants in fair
agreement with the experimental evidence [34]. To this
end, the importance of the exocyclic BH3 is clearly
indicated by the monotonously decreasing trend of the
energy curve along the BÆÆÆO approach path obtained in
its absence.

Counterpoise corrections, when computed with flex-
ible geometries of the partners, should be deprived of
deformation energy contributions in order to produce
meaningful results.

Thermal corrections in vacuo sharply destabilize the
complex, because of the loss of translational and rota-
tional degrees of freedom of the isolated partners, whose
entropic contribution is only recovered in part with
vibrational contributions due to the new internal degrees
of freedom of the complex.

The solvent (THF) effect obtained by solvating the
already formed adduct is considerably more favorable
than the association free energy in solution. The estimate
of the latter should however take into account partial

desolvation effects. Anyway, the real value should be
located in-between these two limiting contributions.

Among the combination of basis sets and methods
employed in this study, the B3LYP/6–31G* level is
apparently the best suited to investigate the real system
at a reasonable computational cost. If the 6–31G* (or
more extended) basis set is used, even the HF results can
be acceptable and, when CP corrected, they turn out to
be comparable with the B3LYP and MP2 ones. MP2
results are actually too expensive, although, with refer-
ence to single point calculations performed on the HF/
6–31G* geometries, they are the best approximation to
the QCISD(T) curve.

From these considerations, B3LYP seems to be the
method of choice, because, while giving a distinctly
better description than HF, its computational cost is
comparable to it and much lower than that of MP2,
especially when geometry optimizations are to be per-
formed.
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